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The flexibility and self-x properties of wireless mesh networks (WMNs) and the program-
mable management of network resources brought by the innovative network virtualization
techniques, are a twofold force to enable personalized access over wireless environments.
Therefore, we design a context-aware multi-virtual architecture for WMNs to deal with the
requirements of mesh clients and their applications (context can be defined as a set of
requirements such as cost, security, mobility, applications’ Quality-of-Service - QoS). In this
approach, a WMN is split into several adaptable Virtual Networks (VNs), each one appro-
priate to specific levels of context. This approach requires the proper configuration of VNs’
topologies and resources, and the definition of local and global (distributed) mechanisms to
reconfigure VNs that best fit users’ requirements. In this paper, we propose an analytical
model to evaluate the impact of network virtualization and the complexity of the discovery
and extension mechanisms defined for VN reconfiguration. Through a delay-based
approach, we show the effectiveness of the architecture to deal with different communica-
tion requirements and with distinct scenarios for user connectivity establishment, even in
the presence of user mobility or using a real WMN topology. The analytical model is com-
pared against a simulation one, showing similar results.
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1. Introduction shown high-potential since the topology of their

infrastructure is flexible enough to promote the switching

Wireless mesh networks (WMNs) [1] are easily adapt-
able, self-configuring and self-organizing networks, being
a key technology to enable broadband access in wireless
environments. WMNs provide access to mobile mesh
clients that have, for instance, different trust, security,
mobility, and cost preferences. Moreover, the services
required by such clients have distinct Quality-of-Service
(QoS) requirements. These preferences and requirements
are denoted as context [2] of users and services. In order
to deal with these context demands, WMNs have already
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of routes and transport connections for different context-
aware purposes. However, the integration of the plethora
of context features in the management and control of
WMNEs is a topic not fully addressed in the literature.

The application of network virtualization techniques [3]
to commodity network infrastructures brings attractive
advantages. It is increasingly seen as a clear path for the
simultaneous support of emerging paradigms and
architectures. Through network virtualization, a physical
infrastructure can be split into a number of different
specific Virtual Networks (VNs). This concept can be used
to personalize networks to users’ context up to a high
degree. Although network virtualization brings benefits
for different types of networks, its suitability, when
applied to WMNs, has not been extensively evaluated.
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The heterogeneous structure of WMNSs, containing a large
number of nodes handling different context requirements
with several conflicting targets, can benefit from the sepa-
ration of mesh clients in specific, programmable, and
adaptable VNs. Moreover, the application of network virtu-
alization to WMNs will certainly play an important role in
the creation, maintenance, extension, and termination of
communication flows in future wireless environments,
increasing the users’ Quality-of-Experience (QoE).

In this scope, we define an architecture that takes
advantage of context-awareness and network virtualiza-
tion, integrating these two concepts for WMNSs to enable
personalized communications for a group of users, accord-
ing to their expectations and preferences. Each VN is con-
figured to meet distinct levels of context requirements of
users and their services, providing personalized, isolated,
and non-interfering context-based communications in
WMN:Ss. In our approach, it is required to properly configure
the assigned resources and topologies of the context-based
VNs, and to define local and global control mechanisms to
discover and extend VNs that best fit users’ context.

We described the architecture and its key raised chal-
lenges first in [4]. Basic approaches for the evaluation of
the architecture were presented in [5,6], and [7]. In [5],
we performed a very simple probabilistic-based evaluation
of the limits of the multi-VN approach in terms of the
number of VNs, attached mesh clients, and virtual nodes
per VN, in order to accomplish feasible delays for different
data communication requirements. In [6], we analytically
evaluated basic control mechanisms to discover and
extend fitting context-aware VNs for users. More recently,
we developed a simulation framework to evaluate the
architecture, and the first results were presented in [7].

In this paper, we present the complete analytical model
of the proposed context-based multi-VN architecture.
Additionally, we evaluate and validate the model against
the results of the implemented simulation framework.
The model is used both in data and control planes. In the
data plane, it allows the estimation of the end-to-end delay
of a data packet within a specific context-based VN, even in
the presence of multiple VNs and flows per VN. We aim to
assess the suitability of network virtualization to personal-
ize context-based communications in this type of environ-
ments. In the control plane, it provides the measurement of
the impact (delays and overhead) of the proposed control
mechanisms for VNs’ association and reconfiguration in
case of mobility or arrival of new users at the WMN: (i)
the discovery of the VN that best fits users’ context, and
(ii) the extension of the best fitting VN to the nodes near
the users. This work also describes the control functional-
ities of every architectural element and the required
control signaling to associate users to fitting VNs. Finally,
and as a proof of concept of the modeling work, we also
perform simulations with a real WMN topology, using
the node locations of the Funkfeuer Vienna WMN [8].

The obtained results show that the requirements of the
data communications are indeed met, with a small impact
of the proposed control mechanisms for VN reconfigura-
tion both in terms of delays and overhead. As expected,
mobility of users has a significant impact on the communi-
cations, and this impact depends on the required level of

reconfigurations. Finally, the results obtained with the
topology of a real WMN are similar to the ones of a
specified WMN grid topology, still with a slight decrease
on the delay of data communications. This shows that this
approach is suitable for real running networks.

This paper is structured as follows. Section 2 summa-
rizes the literature proposals that are related with this
work. Then, Section 3 introduces the context-based mul-
ti-virtual architecture for WMNs, and the required control
mechanisms to enable users’ connectivity to the best
fitting available VNs. Following, Section 4 presents the
analytical model to evaluate the architecture and the
proposed control mechanisms. Section 5 starts with
the description of the simulation environment, and then
presents the analytical results and their comparison
against simulation results. Finally, Section 6 presents final
conclusions and future work.

2. Related work

The envisioned architecture makes use of two funda-
mental concepts, that are context-awareness and virtual-
ization to personalize WMNSs. Context-awareness refers
to the ability of the WMN to incorporate information about
the user, user behavior, user preferences, and environmen-
tal conditions. The description, detection, and use of con-
text are the prerequisites to propose context-based
selection of appropriate network services and adaptations.
To ease adaptation and flexible resource sharing, and more
important, to be able to build and use on-demand
networks with different networking mechanisms and pro-
tocols, network virtualization is applied to WMNSs. Finally,
since we investigate our approach based on analytical
modeling for WMNSs, this section also discusses related
WMN modeling approaches.

2.1. Context-awareness

Context-awareness in networking takes advantage of
information about terminals’ or users’ context such as
the Quality-of-Service (QoS) of users’ applications, mobility
behavior, and cost, security and privacy preferences. The
objective of using context information is to adapt routing
or flow control, network selection, mobility management,
or resource reservation in WMNSs.

Several QoS-based routing protocols have been proposed
for WMNs [9,10]. In [9], the levels of signal interference of
the communication links are dynamically integrated in the
routing metrics, whereas in [10], several context data (secu-
rity, traffic priority, mobility, etc.) are used to describe and
adapt the routing metrics. In [11], performance metrics,
such as the path availability, bandwidth, and delay, as well
as outages based on network monitoring and statistical
evaluation, are used to assess the robustness and perform
the selection of the best available path for a real-time com-
munication. Furthermore, several works are in particular
aware of mobility behavior of mesh clients [12]. In [13], a
proactive and reactive routing algorithm is selected accord-
ing to the intensity of mobility within the WMN. On the
other hand, in [14], the current position of mesh clients is
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taken into account by channel assignment and router selec-
tion. Concerning security constraints, [15] addresses
authentication and key exchange mechanisms within the
context of WMNSs.

While in related work the network resources are se-
lected according to general network characteristics, in
our approach, single users’ preferences are taken into ac-
count. These users’ (context) preferences and their applica-
tions’ requirements are modeled as multivariate context
data and automatically mapped to corresponding (virtual)
network structures (appropriate connections and paths).
Context information is also used to define control mecha-
nisms that improve the performance of WMNs, enabling
the adaptation of the WMN in the presence of context
changes, dynamics of networks, and mobility of users.

2.2. Network virtualization

Network virtualization can be used for distinct pur-
poses. From one side, it can be used to share and to com-
bine physical resources for reasons of performance
improvements of single users. From the other side, it can
be used to create networks in a flexible way within the
same physical infrastructure that are independent in terms
of assigned resources and also in terms of the mechanisms
and protocols implemented. In the scope of wireless net-
working, network virtualization has to face particular chal-
lenges [16], where the most important are the dynamic
mapping, scheduling, and switching of the virtual chan-
nels/links/nodes to the wireless channels/interfaces/rou-
ters. This mapping is based on the meta-information of
user flows competing for increased throughput. Hereby,
wireless interference is a major problem and has to be de-
creased, while throughput has to be increased on the links.

Concerning the performance improvement of WMN
communications through network virtualization, [17] de-
scribes an approach of a joint optimization streaming rate
allocation of traffic flows and power consumption of links
for forwarding data flows in multicast overlays [18],
whereas in [19], a wireless ring over a regular WMN is pro-
posed in order to carry high bandwidth data.

In order to split a WMN into a different number of VNs,
several solutions and mechanisms are available. Overlay
networks proposing "network slicing” in WMNs are pre-
sented in [20]. Moreover, MadWifi [21] proposes a scheme
to run different virtual interfaces on a single physical inter-
face, in which the virtual interfaces have to share and dis-
tribute the physical interface in a non-interfering way, and
[22] presents WiSwitcher, which is a wireless client able to
connect to multiple access points. In [23], a framework is
presented to emulate a WMN using OMNeT++ [24], which
can receive traffic from real or virtual mesh nodes.

Besides enabling the support for different networks on
the same infrastructure, related virtualization approaches
for WMNs provide basic methods for wireless resource
sharing. Our approach adds novelty by providing further
mechanisms to dynamically create, setup, adapt, and termi-
nate different VNs in WMN environments. As our architec-
ture includes these management and control mechanisms,
we provide an analytical study including these functions.

2.3. Analytical modeling of WMN performance

Many interesting analytical models have been proposed
to evaluate the performance of WMNSs which are related to
the approach presented in this paper.

In [25], a model is presented for determining the opti-
mal multi-path flow that minimizes the mean delay in
the network, based on a Markov chain queuing model of
mesh nodes, and on an interference aware delay analysis
between neighbors. In [26], the average end-to-end delay
and capacity in random access MAC based WMNs is char-
acterized based on the diffusion approximation method
[27]. In [28], a lower bound is derived for the delay-
bound violation probability, as well as lower bounds for
the average delay and jitter in order to evaluate the
WMN multi-hop delay performance under different traffic
loads and wireless channel conditions. In [29], a model is
presented to define individual node throughput in any
arbitrary IEEE 802.11 network topology given traffic arri-
val rates at each node, with the restriction that each node
only transmits to another node within its transmission
range. In [30], a model is proposed which accounts for
blocking by neighboring nodes and for interference by
hidden nodes. The throughput of each link is computed
along a path, under the assumption that each node is sat-
urated and attempts to transmit a packet whenever it
senses the channel idle.

These works evaluate the WMN performance in differ-
ent ways. However, they do not consider the splitting of
a WMN into a different number of context-based VNs,
which requires proper creation, configuration, and adapta-
tion schemes, and therefore a proper modeling of their
impacts in the WMN.

3. Multi-virtual architecture for context-based WMNSs

This section presents the architecture defined to
support context-awareness and virtualization in WMNSs.
It highlights the main challenges raised by the approach,
giving special emphasis on the required control entities,
mechanisms, and signaling to enable the context-based
association of users to VNs that best fit their require-
ments.

3.1. Concept overview

Fig. 1 presents the architecture and some of the intrinsic
challenges. The WMN, which can be supported by one or
more infrastructure providers, is split into a multitude of
context-based VNs. These VNs are properly configured to
meet specific levels of certain expectations of mesh clients
and requirements of their applications, which are desig-
nated as context parameters (e.g., security and trust
constraints, mobility, QoS requirements, cost preferences).
For instance:

e Security and trust constraints of the users of a specific
VN have to be considered to choose the authentication,
accounting, and authorization protocols of such VN, as
well as the encryption and privacy approaches.
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Fig. 1. High-level overview & challenges.

e Mobility of users, or the percentage of users that leave
or enter a VN, are important features to choose a reac-
tive or proactive routing protocol for such VN.

¢ QoS requirements of users’ applications (e.g., through-
put, packet loss, delay) have a direct impact on the con-
figuration of the bandwidth, buffer size, processing
power, and memory of the VN nodes that provide sup-
port for such applications.

o Several WMN providers define different VNs with dif-
ferent characteristics and different cost, which needs
to be matched against the cost preferences of the users
of such VNs.

There are several specific environments that may bene-
fit from the deployment of this type of networks, such as
group-based communications, community networks, con-
tent distribution. Those environments can span from resi-
dential areas, schools, universities or college campus, to
business, industrial or tourist attractive areas.

Our main goal is the provisioning of personalized net-
working for users, which are constantly changing their
locations, required services and preferences. Therefore,
our architecture is endowed with mechanisms to create,
configure, adapt, and terminate the context-based VNs,
making them suitable and scalable to dynamically meet
changing context demands. Since a user accesses the
WMN through the best fitting VN according to his/her con-
text, intelligent mechanisms are required to: (i) sense and
quantify users’ and applications’ requirements in specific
levels or policies, which are then mapped into appropriate
VNs’ features, (ii) discover, match, and select a fitting VN or
virtual node for a user, according to his/her context
requirements, and (iii) create, configure, and adapt the
VNs’ topologies and assigned resources, according to VNs’
purposes.

This paper concentrates on modeling and evaluating the
control mechanisms required to support user connectivity
establishment, which comprises the discovery of the best

fitting VN for a user according to his/her context require-
ments, and the extension of such VN to adapt to the user’s
location. To better understand the modeling approach, the
next sub-section details the control entities that compose
the architecture, and the required control signaling.

3.2. Users’ context-aware connectivity and VNs’
reconfiguration

In this sub-section, we define the control mechanisms
to dynamically discover and reconfigure fitting VNs for
users’ association. Such mechanisms may be performed
in the node where the user attaches to, or in its physical
neighborhood, or even they may require the involvement
of more WMN entities.

Note that this paper does not focus on the definition of
mechanisms to create VNs on demand, which certainly are
more time and resource consuming than the VNs’ reconfig-
uration mechanisms. However, and if there is a high num-
ber of users with similar context in a VN that is not able to
exactly fit their requirements, a new VN can be created.

3.2.1. Control entities

Fig. 2 describes the main important entities of the archi-
tecture and their control functionalities in the scope of the
proposed control mechanisms.

(A) WMN node

The WMN node
architecture.

In the one hand, it performs routing functionalities
within the physical WMN infrastructure for control pur-
poses. Thus, this node has knowledge of its neighbor
WMN nodes.

On the other hand, a WMN node is the physical sub-
strate for a set of virtual nodes, and therefore, it stores
the context information about its local virtual nodes. Then,
after receiving the context requirements of a user that

is the key component of our
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Fig. 2. Control entities and functionalities.

wants to be connected to it, a WMN node quantifies such
requirements in specific levels or policies, and performs
context matching functionalities to select the best fitting
local available VN for the user. If a fitting VN for the user
is not available, a WMN node triggers (or is involved in)
the discovery of a point of attachment of a fitting VN in
the WMN.

For simplicity, this work considers that users are con-
nected to the exactly fitting VNs. In future work, we aim
to introduce semantic similarity metrics and thresholds
to perform the multi-level and multi-context matching
among users’ requirements and VNs’ features.

(B) VN node

As previously referred, each WMN node is split into sev-
eral virtual nodes, each one belonging to a specific context-
based VN.

Each VN node stores the relevant information about its
attached users (e.g., context requirements, users’ identifi-
ers), and also performs data routing functionalities inside
its VN. Moreover, and based on the profile or connectivity
time of its users, a VN node manages its local assigned re-
sources; for instance, it can: (i) fairly schedule its assigned
wireless resources among the communication flows of its
attached users, or (ii) assign more local resources’ usage
to specific communication flows (in this work, we target
the first option).

(C) WMN controller

Our architecture is endowed with a control entity, the
WMN controller, which stores information about the
WMN nodes that are part of the physical infrastructure.
Moreover, the WMN controller collects the context infor-
mation of mesh clients, allowing communications to and
from other nodes of the network (inter-WMN communica-
tions), or secure communications between users that be-
long to different VNs (inter-VN communications). For
simplicity, this work only considers intra-VN intra-WMN
communications.

The most important functionalities performed by the
WMN controller are the resource and topology manage-
ment of the available context-based VNs.

In the one hand, the WMN controller is responsible to
schedule, allocate, and switch the wireless channels (and
other wireless resources) among the available VNs of the
architecture, enabling isolated and non-interfering com-
munications. The dynamic channel allocation approach
will be subject to future work.

On the other hand, and intrinsically related with the re-
source management functionalities, this entity also con-
trols the topology of the available VNs. Due to the
dynamics of WMN environments, where mesh clients are
constantly changing their requirements and locations,
VNs need to be dynamically created, reconfigured, or ter-
minated. In this work, the extension of a fitting VN for a
user is performed through the available shortest path, be-
tween the user attached node and the nearest VN node
from the user’s location, with a highest level of available
wireless resources. As future work, we aim to enhance
the VN topology control algorithm by using other network
metrics.

(D) Distributed control framework and VN brokers

Due to the dynamic characteristics of mesh clients, we
adopt a distributed control framework to find specific vir-
tual nodes or VNs in the WMN. The challenging require-
ments raised by our dynamic multi-level multi-context
architecture (such as, the need to quickly find an available
fitting VN for a user, or to extend such VN to a neighbor
WMN node, or even to move the user from one VN to a
similar semantic one due to a specific context changing)
cannot be easily overcome by using an unstructured-based
distributed control solution. Therefore, we propose a struc-
tured-based distributed control ring (see Fig. 3), based on
semantic-aware and topology-aware Distributed Hash Ta-
bles (DHTSs). Its most important features are:

e Within each VN, it is selected one virtual node (VN bro-
ker) to perform the control and management function-
alities inside its VN. In Fig. 3, node A is the selected
broker of VN, C of VN,, G of VN3, D of VN,.

e The set of brokers of the available VNs of the WMN
also composes the global distributed control ring
structure.
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Fig. 3. DHT-based semantic-aware control ring.

e The key that identifies each VN broker in the control
ring semantically embeds the context features, C, and
levels of these features, L, that characterize its VN. In
Fig. 3: (i) C=2 — cost and security, and (ii) L=4 —
0...3, where 3 is a very high level of context.

e The VN brokers are inter-connected in a consecutive
context-aware order (see Fig. 3), enabling a “semantic-
driven” mechanism to quickly find a point of attach-
ment of a fitting VN for a user.
In order to reduce the number of communications to
find a fitting VN for a user, each WMN node acquires
control knowledge of the WMN, being able to: (i) select
and extend a fitting VN for a user that is available in its
physical neighborhood, or (ii) trigger the global VN dis-
covery process in a zone of the control structure that is
semantically closer from a possible fitting VN for the
user.

o The broker of a VN needs to be updated, since VNs are
dynamically created, reconfigured, or terminated to
adapt to context changing.

In this work, the WMN controller randomly selects a
virtual node of each VN to be its broker, which has to be
updated in case of VN topology adaptation due to context
changing. Moreover, Chord DHT [31] is used to establish
the links and shortcuts among the ring nodes.

3.2.2. Functionalities

After discussing the major entities of our architecture,
the following paragraphs present the major functionalities
that we aim to perform within the proposed semantic-
aware distributed control framework.

Broadcasted control information. To efficiently distribute
the control knowledge in the WMN, each WMN node will
periodically broadcast the information about its available
virtual nodes (and VN brokers) to its physical neighbor-
hood. Then, such information can be disseminated in the
WMN along a pre-defined maximum number of hops,
and used to autonomously perform distributed control
functions.

VN broker selection algorithm. Based on the acquired
control information, a WMN node will be able to notify
its local virtual nodes about the existence of other virtual

nodes (or VN brokers) in the physical neighborhood. Such
information will then be used in the VN broker selection
algorithm performed within each VN. In the one hand,
the VN broker needs to be closely located (in average) to
every VN node to efficiently perform control functions
within the VN. On the other hand, and to avoid topological
mismatching problems between the physical WMN infra-
structure and the proposed semantic-aware control ring,
the VN broker needs to be closely located (in average) to
the successor and predecessor VN brokers of the control
ring, reducing the number of hops of the control communi-
cations performed within the ring.

Local VN discovery and extension. To endow the distrib-
uted control framework with intelligence to perform re-
source-aware and topology-aware local VN adaptations,
the control messages used to disseminate the control
knowledge stored by a specific WMN node will also convey
information on the available resources in the traversed
path (between the WMN node and the neighbor WMN
node that contains a specific virtual node). Then, when a
user arrives at a WMN node, such node will perform the
context-aware matching among user’s demands (and
thresholds for context adaptation) and the features of the
VNs available in its physical neighborhood. If there are
more than one fitting VN, such node will make use of re-
source- and location-aware information to perform an
optimized selection and adaptation of the best fitting VN
for the user.

Global VN discovery redirection. If the WMN node does
not have the knowledge of any fitting VN for the user in
its physical neighborhood, it will inspect the stored infor-
mation about the available VN brokers in its neighborhood,
and trigger the global discovery process in a zone of the
control structure that is semantically closer from a possible
fitting VN for the user.

Global VN discovery and extension. The control paths
(ring links) between consecutive VN brokers (ring nodes)
will be periodically refreshed to adapt to the VN brokers
locations’ update. The control messages used to perform
such mechanism can also convey qualitative information
on the VN that is represented by each VN broker (for in-
stance, the overall perceived QoE of the VN users). Then,
within the control ring, and after finding a fitting VN for
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the user at a specific ring node by means of context-aware
matching functionalities, the ring node will inspect the
information stored about its 1-hop ring neighbors. Since
the control ring is organized in a consecutive order of lev-
els of context information, the fitting VN represented by a
reached ring node may be semantically followed by a fit-
ting VN for the user too. In such situations, the distributed
control framework will take advantage of the stored infor-
mation about the consecutive semantic VN, allowing an
optimized mechanism to select and extend a specific VN
up to the user’s location, at the cost of one more control
ring communication.

VN creation and termination. If the VN discovery process
performed within the control ring does not give a desired
result, several situations can occur: (i) the user will not
be allowed to access the network, (ii) the user will connect
to a default VN, or (iii) a exactly fitting VN can be created.
The decision will be dictated by the policies defined and by
the number of users with similar context. Due to the con-
stant mobility and arrival of mesh clients at the WMN, and
the frequent changing of their context requirements, the
nodes of each VN (or even the whole VN) may be released.
Both VN creation and termination mechanisms may trigger
the update of the distributed control framework.

3.2.3. Control scenarios and signaling

Algorithm 1 describes the proposed control scenarios to
associate a user that is arriving at a specific WMN node to
the exactly fitting VN. These scenarios are then analytically
evaluated in this paper, giving us an insight of the impact

Algorithm 1. User Connectivity Establishment

of different scopes of decision (local or global) for VN
adaptation.

Scenario 1

When a user (u) arrives at a WMN node (R,), and after
the establishment of the user’s link-layer (L2) connection,
u sends its context requirements to R,. In the following,
R, quantifies the user’s requirements in context levels,
and matches them against the local available VNs. If a fit-
ting VN for u is already available in R, (e.g., V;), R, notifies
the WMN controller that a new user will be associated to
V;. The WMN controller stores the context of u, and per-
forms the resource management algorithm to update the
assigned wireless resources to the virtual node of V; that
is available in R,. Then, the WMN controller notifies R,
which updates the assigned wireless resources to the
user’s associated V; node. Finally, u is notified about the
establishment of its connection to V;.

The interaction among the control entities of the archi-
tecture in this specific scenario is depicted in Fig. 4.

Scenario 2

If R, detects that there is no available fitting VN for u
after the matching among the context requirements of u
and the features of the local available VNs, it triggers a lo-
cal VN discovery mechanism in its 1-hop physical neigh-
borhood. Such local mechanism can provide a fitting VN
for u (e.g., V»). In this case, and after receiving the replies
from its neighborhood, R, notifies the WMN controller that
V,, which is available in one of its physical neighbors,
needs to be extended. After such notification, the WMN

u: User accessing the WMN

R,: Attached Mesh Router of u

V,,: Fitting VN for u

PoAy,: Point of Attachment of V,,
Pg,: Physical Neighborhood of R,
p: Selected Physical Neighbor of R,

[¥Initialization Phase

L2 Association between u and R,; u sends Context Requirements to R;

[*VN Discovery & Extension Phases
[*Initialization Phase
if (PoAy, C R,) then
break;
else
R, asks Pg, to know their current VNs; Pg, answer R;
if (PoAy, C Pg,) then
Create a virtual link between R, and p;
else
Global Discovery Mechanism to find PoAy,;
Create a virtual link between R, and a node of V,;
end
end
[+ Conclusion Phase
[*Initialization Phase
Notify u;

*/
*/
[+ Scenario 1 *f
/* Scenario 2 */
[+ Scenario 3 [*
*/
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Fig. 5. Scenario 2: overall process description.

controller stores the context of u, and runs the topology
and resource management algorithms to update the topol-
ogy of V5, and the assigned resources to the nodes that will
be part of the new V; link. In the following, the WMN con-
troller notifies the physical neighbor of R, to update the as-
signed wireless resources to its V, node, which then
notifies R, to create a new V, node. Finally, u is notified
about the establishment of its connection to V5. This sce-
nario is depicted in Fig. 5.

Scenario 3

The last proposed scenario for user’s association is de-
picted in Fig. 6.

After checking its physical neighborhood, R, may learn
that there is no available fitting VN for u in the near
WMN nodes. In this case, R, triggers a global discovery

mechanism in the WMN to find a point of attachment of
a fitting VN for u, using the proposed semantic-aware dis-
tributed control ring. For instance, remembering Fig. 3, and
assuming that u is attached in node F and the exactly fit-
ting VN for u is VN;, scenario 3 will take place since any
virtual node of VN; belongs to node F or to any of its phys-
ical neighbors.

To start the global discovery process, R, checks its
stored information about the VN brokers that are located
on it or on its 1-hop physical neighborhood, in order to
redirect the discovery process to the zone of the control
structure that is semantically closer to the context require-
ments of u. If R, has no information about any VN broker, it
starts a hop-by-hop discovery process until finding a node
that belongs to the control ring; such hop-by-hop discov-
ery process will usually take a small number of hops.
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Then, and within the control ring, the global distributed
discovery process continues through the links and short-
cuts that are established according to the Chord overlay
[31], until finding the broker of the fitting VN for u (e.g.,
V).

After reaching the broker of V3, such VN needs to be
adapted, through its extension up to R,. First, the broker
of V3 notifies the WMN controller about the required
extension. Then, the WMN controller stores the context
of u, and runs the topology and resource management
algorithms to update the topology of V3, and the assigned
resources to the nodes that will be part of the new V3 links.
As previously referred, the extension of V3 is performed
through the available shortest path, between R, and the
nearest V3 node from the user’s location, with the highest
level of available wireless resources.

In the following, the WMN controller notifies the se-
lected WMN nodes that will be part of the path for the
extension of Vs.

Finally, u is notified about the establishment of its con-
nection to Vs.

4. Analytical modeling

In this section, we provide an analytical model to eval-
uate several performance aspects of the multi-VN ap-
proach, addressing the previously presented control
scenarios for user association in a fitting VN.

First, we define a closed-form expression for the end-to-
end (E2E) delay of a data communication over a generic
WMN. Then, we adapt this expression to evaluate the de-
lays of the: (i) context-based data communications, taking
into account not only their context requirements, but also
the proper division of the total available bandwidth of
mesh links among the context-based VNs that provide sup-
port for such communications, and (ii) local and global dis-
covery and extension mechanisms to reconfigure fitting
VNs for users.

4.1. E2E delay of a context-based data communication

In this sub-section, we extend the analytical model used
in [26] to derive the mean E2E delay of a context-based
data communication that occurs in a specific VN. In [26],
a WMN is represented as an open queuing network
through the adaptation of the diffusion approximation
method [27]. Such an approach is commonly used to solve
an open G/G/1 queuing network where all nodes in the net-
work are single servers with infinite buffers and First-
Come First-Serve service strategy (please see more details
in [27]).

4.1.1. Model preliminaries and definitions

Considering a WMN as a square unit area divided into
non-overlapping square zones of area a each, we have
N=1/a zones in the WMN, each one covered by a mesh
router (please see Fig. 7). Each router has an utilization
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Fig. 7. Network model with squared zones of area a.

factor of p;, and is equipped with an interface with capacity
Wr. The set of neighbors of router i, K(i), is considered equal
to K in our study.

There are c mesh clients accessing the WMN, which are
uniformly and independently distributed among all mesh
routers.

The WMN data packet arrival rate is a renewal process
with a mean packet inter-arrival time of 1//., and Squared
Coefficient of Variance (SCV) of C,Z‘. Each client may be
source or destination of data packets with size S, and gen-
erated according to a renewal process with rate .. Hence,
e =Ch.

We denote pg; = a as the probability that a data packet
enters the WMN through the zone covered by router i. As
soon as a packet is generated by a client, it is forwarded
to the router within its zone, which will relay it over the
backbone to the zone of the target client. Denoting p as
the probability that a packet received by a router is des-
tined to a client within its zone, the probability to forward
a packet to router i after completing its service at router j,
pyj, is defined by:

‘17p . .
_J7® Je K(i), 1
Py {O otherwise. M

The visit radio of router i, e;, is defined by the average
number of times that a data packet visits the router. Thus,
and considering from symmetry e; = e;, we have:

Y 1- a
6’1=P0i+zpjiej=a+ TPQJZ*- 2)
=1 jeKa) p

The data packet arrival rate at router i is now defined
by:

N . a
A = Le€j = C).];. (3)

Denoting s as the number of routers that forward a data
packet before it reaches the destination, we know that
P[s=k]=(1 — p)*'p, for k > 1. Thus, the mean number of
hops traversed by a data packet is defined by:

5= =~ (4)

A transmission made by a router i is successfully per-
formed, if none of its one or two hop neighbors transmits
concurrently on the same channel. The set of possible
interfering neighbors of router i, I(i), is considered equal
to I in our study. In order to have an analytical tractable
random access MAC model, similar to the IEEE 802.11
DCF MAC model, [26] defines expressions for: (i) number
of active interfering neighbors of router i, H;, which is a
sub-set of I(i), (ii) duration of the back-off timer of router
i, T; (exponentially distributed with mean 1/¢), and (iii)
number of times that the back-off timer of router i freezes
during a transmission epoch, M;, assuming that it is frozen
each time that an active interfering neighbor starts
transmitting.

We can now define the service time of router i for the
transmission of a data packet, X;, as a sum of the following
terms: (i) duration of its back-off timer (T;), (ii) time for
which the back-off timer remains frozen (M; x (S/Wr)),
and (iii) packet transmission time (S/Wr).

4.1.2. Data communication delay model
Considering the previously defined variables, and
according to the diffusion approximation method, we have:
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e The SCV of the inter-arrival time of data packets at rou-
ter i, C5; (where Cp, = C2, and C3, is the SCV of X;):

N
Ci =1+ (Cy—Dpjee; . (5)
Jj=0

e The probability that the number of data packets at rou-
ter i equals k, m;(k):

T-p; k=0

mi(k) = {pi(l C o0t k>0 with
) 2(1-p)
i=exp| —-———-"5%]. 6
P p< CjipiJrCéi ©
e The mean number of data packets at router i, Z;:
_ P
Zi=1t5 (7)

So, and according to Little’s law, the mean data packet
delay at router i, D;, is defined by:
- Z
D, ==. 8
1 /li ( )
By symmetry, the mean data packet delay at all routers
is the same, and therefore, the mean E2E delay of a WMN
data communication, Dr, is defined by:

- Pi
D == e a———
T3 cai(l —p;) ®

4.1.3. Context-based characterization

Since our main goal is the provision of fitting VNs for
users, which are characterized by different preferences
and applications’ requirements, it is required to adapt Dy
(Eq. (9)) to derive the E2E delay of a context-based data
communication that occurs in a specific context-based
VN. Therefore, we need to describe D; (Eq. (8)) according
to the features of distinct context-based communications
(S,4,p), and the assigned bandwidth to the VNs that pro-
vide support for such communications (W).

The typical values for the size, S, and arrival rate, 4, of
the data packets of common applications are used to differ-
entiate the context purpose of such applications. For in-
stance, VoD or IPTV are characterized by a high size and
arrival rate of their packets, whereas VoIP is characterized
by small size packets.

Concerning the context-based characterization of the
probability of locality of data traffic, p, we know that, for
instance, delay-sensitive communications are character-
ized by a high value of p, since it is required to have fast
communications with a small number of hops (5= 1/p).
Therefore, and considering three types of delay constraints,
we have:

p, for small delay-sensitive VNs
p=4 p; for medium delay-sensitive VNs
p, for high delay-sensitive VNs
0<py<pi<po<1 (10)

The total bandwidth of mesh links, Wy, has to be distrib-
uted among the available networks of our architecture

(context-based VNs, and the physical WMN infrastructure,
where take place the control communications performed
in the scope of the proposed control scenarios for user con-
nectivity establishment) according to the throughput
requirements of the communications that occur over them.
Having in mind that the control communications need a
small amount of the available WMN resources, and consid-
ering three levels of throughput requirements of data com-
munications, the assigned bandwidth to the links of the
available networks, W, is defined by:

a.Wr for physical WMN infrastructure

aoWr for small throughput-aware VNs

a1Wr  for medium throughput-aware VNs

oWy for high throughput-aware VNs
O<oe<op<og <o <l (11)

For simplicity, the presented analytical model assumes
a single-radio WMN, that is, each WMN node has only a
single wireless interface with a single server (G/G/1 mod-
el). However, and to deal with a multi-radio WMN, where
WMN nodes may have multiple wireless interfaces (say M),
and each one may have its own server (G/G/M model), our
analytical model can be extended. In such case, each WMN
node can work in parallel in more than one wireless inter-
face, and each interface can have assigned a different wire-
less channel. In fact, it would be very interesting to
dynamically assign a wireless channel to a specific con-
text-based VN. This would require the integration in the
model of a scheme to dynamically control the assigned
wireless interface (and the respective working channel)
to a specific VN at a specific WMN node.

4.2. Delay of VN discovery and extension control processes

In this sub-section, we adapt the analytical model to de-
rive closed-form expressions for the delays of the proposed
local and global discovery and extension mechanisms to
reconfigure fitting VNs for users.

4.2.1. Model preliminaries and definitions

Since clients and VN nodes are uniformly distributed in
the WMN, the WMN topology influences the mean number
of hops traversed by a control packet (s;). Following the
assumption of Kumar-Gupta model [32]:

_ [ N
Sc = w (12)

In the one hand, such expression is directly applied to a
global VN discovery mechanism, since it is performed be-
tween two VN brokers that are randomly located within
the physical WMN infrastructure. On the other hand, in a
global VN extension mechanism, N needs to be replaced
by the mean number of virtual nodes per VN, n. From the
relation achieved for 5 (Eq. (4)), the probability of locality
of control traffic is defined by:

1

=5 (13)

Pc

The mean control packet delay at router i, Dc;, can be
translated from D; (Eq. (8)). However, in a VN discovery
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process, Dc; only depends on the control traffic that flows
over the physical WMN infrastructure. In a VN extension
mechanism, Dc; is totally related with the data traffic that
flows over such VN, since it is required to create new vir-
tual nodes, or to update the assigned resources of the exis-
tent ones.

4.2.2. VN discovery

In a local VN discovery process, the user attached router
sends a message to its physical neighbors, which then re-
ply to the router. So, the delay involved in such control pro-
cess is defined by:

Tioca = 2DC;. (14)

A global VN discovery mechanism is performed along
the semantic-aware distributed control ring. Since mesh
clients, VN nodes, and VN brokers are uniformly distrib-
uted in the WMN, the starting point of this control process
is also uniformly distributed among all available nodes.
The semantic control ring is structured based on Chord
protocol [31]: it is already known from the literature that
the mean number of messages required by a lookup proce-
dure in Chord protocol is log(#Peers) = log(L®). Therefore,
the delay involved in this global distributed discovery pro-
cess is defined by:

Teiobar = l0g(L?)5cD;. (15)

4.2.3. VN extension

The VN extension process involves the communication
between a point of attachment of the chosen VN for the
user and its user attached router. So, the delay involved
in this control process is defined by:

TExtension = EDiCI (16)
In case of adding a link between the user attached rou-

ter and one of its physical neighbors, 5; = 1.

5. Evaluation: results & discussion

In this section, we make use of the defined analytical
model to evaluate two important aspects of the data and
control planes of our multi-VN approach: (i) the character-

Table 1
Details and assumptions of our study.

ization of the context-based data communications, the
configuration of the VNs that provide support, and the suit-
ability of network virtualization to enable distinct WMN
context-based communications, and (ii) the delays of the
proposed control scenarios to locally or globally discover
and extend fitting VNs for users.

The analytical results are compared against a NS-2 sim-
ulation environment. The simulation setup is also used to
evaluate other key aspects of the architecture: (i) overhead
of the proposed scenarios for user connectivity establish-
ment, (ii) influence of users’ mobility in the VNs’ reconfig-
uration process, and (iii) the behavior of the architecture
and its mechanisms using the topology of an experimental
WMN testbed.

Table 1 summarizes all variables of the analytical and
simulation studies.

5.1. NS-2 simulation framework

The defined architecture is implemented in NS-2 [33].
We create an AODV-based [34] IEEE 802.11 WMN. The
WMN is characterized by a grid topology with N=7 x 7
mesh nodes, in order to be consistent with the analytical
model. Each mesh router has a transmission radius of
100 m (700 m x 700 m of simulated area), and each mobile
node has a transmission radius of 40 m.

By means of configurable options, the simulated envi-
ronment allows to change the number of mesh nodes, mo-
bile nodes (users), available VNs, number (and levels) of
context features, and flows per VN.

In each simulation, we simultaneously establish 3, 6, or
9 VNs per considered VN type (as will be described), with a
total number of 9, 18, or 27 context-based VNs in the
WMN. Each VN has n =5 virtual nodes uniformly distrib-
uted in the WMN. The number of flows per VN range from
1 to 4, all characterized by the arrival rate (1), packet size
(S), and probability of locality (p) of the context-based
communications supported by such VN. Each VN flow is
generated by a VN user (mobile node), and the location
of the target of the user’s flow is totally related with the
probability of locality of the traffic supported by such VN,
as will be described.

A well-known NS-2 DHT (Bamboo-DHT [35]) was used
to simulate the proposed global distributed discovery of

Physical WMN infrastructure

Context-based VNs
So M Sz

49 (7 x 7 - 700 m x 700 m of simulated area)
3, 6, or 9 per virtual slice
5 virtual nodes per VN

2 (throughput and delay applications’ requirements)
3 (small, medium, high)

0.1Wr 0.35Wr 0.5Wr
n-1

64 Bytes 256 Bytes 512 Bytes

11 Kb/s 45 Kb/s 180 Kb/s

3 4 4

N

Vv

n

¢ (flows) 1, 2, 3, or 4 per VN
C

L

W(W; = 54 Mb/s) 0.05Wr
K1 8/24

S —_

A

5=1/p

S

48 Bytes
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available fitting VNs for users. A node of each VN is ran-
domly chosen to be its broker in the DHT-based semantic
control ring. We add new functionalities to the original
Bamboo-DHT code to: (i) enable the automatic mapping
of context information in specific Bamboo keys that iden-
tify VN brokers (as described in Fig. 3), (ii) update the bro-
ker of each VN and the respective ring connections in case
of adaptation of VN topologies due to context changing, or
mobility of VN users, and (iii) adapt the number of Chord-
based shortcuts among Bamboo nodes, according to the
number of WMN nodes, VNs, context features, and levels
of such features.

5.1.1. Network virtualization emulation

Since NS-2 has no network virtualization scheme, it is
emulated using an available NS-2 Multi-Interface module
[36].

In our approach, each node has 4 “virtual” interfaces
(one for control purposes, and the remaining for data),
each one using a non-interfering and dedicated wireless
channel. Moreover, the bandwidth of a typical physical
wireless interface, Wr=54 Mb/s, is distributed among
these 4 “virtual” interfaces, according to proper context-
based rules described below.

Therefore, we create 4 virtual slices in the WMN (S, for
control, and Sy, Sy, S, for data), through the emulation of
two major concerns of network virtualization: (i) network
isolation, and (ii) distribute the level of wireless resources’
usage at each WMN node among the different types of
communications that are performed through it.

5.1.2. Context quantification and mapping

In order to differentiate VNs’ topologies and assigned
resources, we consider C =2 context parameters to charac-
terize different context-based data communications: delay
and throughput applications’ requirements. Each context
parameter can have L=3 distinct levels: high, medium,
or small.

Throughout this study, it is assumed three types of con-
text-based communications with distinct packet sizes, S,
arrival rates, A, and probability of locality, p, each one
occurring in a specific VN: (i) high delay-sensitive and
small throughput-aware, (ii) small delay-sensitive and
medium throughput-aware, and (iii) small delay-sensitive
and high throughput-aware.

Throughput requirements are differentiated by using
three types of constant bit rate traffic, with distinct packet
sizes and arrival rates: (high) 512 Bytes and 180 Kb/s;
(medium) 256 Bytes and 45 Kb/s; (small) 64 Bytes and
11 Kb/s. Since there are three different virtual slices for
data communications, VNs are grouped among them
according to distinct throughput requirements. In this
sense, VNs supporting communications with small/med-
ium/high throughput requirements are built in So/S{/S>,
respectively. Therefore, we introduce tailored factors to
distribute the total bandwidth of mesh links (see (11)):
So0/S1/S2 have assigned W =0.1/0.35/0.5 x Wr, respectively.
The remaining bandwidth (W =0.05 x Wr) is assigned to
the physical WMN infrastructure for control purposes,
which is built in S..

Concerning the characterization of the context-based
communications supported by each VN according to their
delay constraints, and following (10), we randomly select
the source and the target of each communication flow,
ensuring that the hop distance among them (5 =1/p) is
lower in case of high delay-sensitive communications.
Therefore, and since our simulated WMN has 7 x 7 nodes,
VNs supporting applications with high/small delay con-
straints are characterized by flows with mean number of
hops (5) of 3/4, respectively.

5.2. Analytical model: assumptions

Since in our analytical model the WMN follows a
squared topology, each physical router of the WMN infra-
structure has K = 8 physical neighbors, and I = 24 possible
interfering neighbors. For the context-based VNs, K and
are considered equal to n — 1. The size of the packets for
the proposed control mechanisms is S. = 48 Bytes.

In the simulated environment, VNs are grouped in three
different virtual slices for data communications. However,
the assigned bandwidth to each virtual slice, W (see (11)),
has to be distributed among the VNs running in such slice.
We tried to avoid bottlenecks (saturated links) in our sim-
ulations through a correct distribution of VN links among
the physical links. However, when the number of VNs per
virtual slice starts to increase, the probability of these
VNs making use of the same physical links also increases.
Consequently, the assigned bandwidth to each VN de-
creases, being dependent from: (i) VNs per virtual slice
(V), (ii) virtual links per VN (I=n— 1), and (iii) links of
our grid topology (L=+N x (vVN—1)x2). Based on a
probabilistic approach, and to follow the simulation envi-
ronment, the assigned bandwidth to each VN of a virtual
slice in the analytical model can be approximated by:

WVN:WX<1—I>ZV>. 17)

The mesh clients (c) are equally distributed among all
VNs. To follow the simulation model, the analytical model
considers 1, 2, 3, or 4 clients per VN, each one generating a
VN flow.

5.3. Data communications

In this sub-section, we assess the suitability of our ap-
proach to enable distinct context-based virtual data com-
munications in WMNSs.

Using both analytical and simulation models (20 simu-
lations per value, with a confidence degree of 90%), we
evaluate the E2E delay of the communication flows sup-
ported by the considered context-based VNs, varying the
number of VNs per virtual slice (S, S1, S»), and flows (users)
per VN (see Fig. 8). We also present simulation results with
the same setup (same flows’ types, sources, and targets),
but now running in a normal AODV-based WMN without
distributing data flows through VNs that run in isolated
virtual slices. Following this way, we aim to evaluate the
impact of network virtualization in our approach.
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Fig. 8. Analytical & simulation models: E2E delay of VN flows: (a) high delay-sensitive and small throughput-aware; (b) small delay-sensitive and medium
throughput-aware; (c) small delay-sensitive and high throughput-aware, with or without slicing the WMN, varying the number of VNs and flows (users)

per VN.

From the obtained results, we show the benefits of pro-
viding distinct VNs, each one appropriate to different levels
of delay and throughput requirements of users’ applica-
tions. In the one hand, high delay-sensitive communica-
tions, which are supported by VNs running in So, present
the lowest delays. On the other hand, S;/S, present signif-
icant (but supportable) delays. The delays of high through-
put-aware communications supported by S, are slightly
higher, due to the larger size and arrival rate of their pack-
ets. These results also show the effectiveness on the distri-
bution of the available WMN bandwidth among the virtual
slices (So/S1/S>) for context-based data communications.

The increasing number of VNs (and flows per VN) intro-
duces more traffic in the WMN, increasing the interference
among different flows, which results in higher delays. Con-
cerning this, we conclude that virtualization has a stronger
impact when the WMN starts to be overloaded. Since vir-
tualization enables a higher isolation among distinct com-
munications, its benefits are more notorious when the
WMN has a large amount of data traffic (more interfer-
ence). On the other hand, if there is only one flow per VN
(lower interference), the results are usually better when
no virtualization scheme is applied. In this case, the static
bandwidth sharing among VNs has no meaningfully
advantages, since most of the assigned bandwidth at a par-
ticular VN will be wasted, and could be used in a more
effective way.

Comparing the analytical and simulation results, we can
clearly state that the results of the analytical approach and
the NS-2 simulated environment are very similar. How-
ever, the delays of the probabilistic model are slightly low-
er, since it does not consider the limitations on buffer size

and processing power of network nodes. On the other
hand, the simulation model has to deal with more proto-
cols of the NS-2 stack, which increases the delays.

Finally, we also perform some simulations with a
10 x 10 physical WMN. Even increasing in one unit the
mean number of hops of the data communications (reduc-
ing the probability of locality of data traffic, p), the delays
were always slightly lower than the ones of Fig. 8. For in-
stance, it was observed a mean delay of 38 ms for the data
communications performed in S,, when there were 9 VNs
per virtual slice, and four flows per VN. Such was expected,
since due to the larger WMN size, the VN links have more
probability to make use of non-overloaded physical links,
which reduces the wireless interference and the network
delay.

5.4. User connectivity establishment

In this sub-section, we evaluate the signaling delay and
overhead of the proposed control scenarios for user con-
nectivity establishment.

Assuming that the number of VNs and flows (mesh cli-
ents) per VN varies as in the previous sub-section, we ran-
domly place mesh clients in the WMN to trigger the
reconfiguration of available fitting VNs (update of a fitting
available VN in the user attached router, or the local or glo-
bal VN discovery and extension in the WMN). Then, we
analyze the number of times each scenario occurs, and
compute the mean of the reconfiguration delay (with a
confidence degree of 90%). Fig. 9 presents the mean delays
of the VN discovery and extension mechanisms involved in
each scenario according to the analytical and simulation
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Fig. 9. Analytical & simulation models: VN discovery/extension delays for user connectivity establishment, varying the number of VNs: (a) 3 VNs per virtual
slice; (b) 6 VNs per virtual slice; (c) 9 VNs per virtual slice and flows (users) per VN.

models, and Fig. 10 shows the overhead introduced by the
local and global distributed VN discovery processes. Note
that the overhead reflects the percentage of control traffic
of the two discovery mechanisms that flows in the
network.

Scenario 1 only depends on the processing power of
routers, since a fitting VN for a user is already available
in its attached router. Therefore, no discovery mechanisms
are required, and extension delays are very small, only
comprising the creation of a virtual link between the user
and its attached router (this scenario was not addressed
by the analytical model).

Scenario 2 involves a local VN discovery mechanism in
the physical neighborhood of the router where the user is
attached to, and the creation of a new virtual link to extend
a fitting VN up to the router. Due to the small scope of
these mechanisms, the delays are also small, even if the
number of VNs and flows increases. Moreover, the control

traffic introduced in the WMN by the local VN discovery
process is clearly negligible, when compared to the data
traffic that flows in the WMN.

It is observed that in scenario 3, the distributed discov-
ery mechanism to find the point of attachment of one
available fitting VN for the user has the largest delays.
The broker of each VN is randomly placed in the WMN;
therefore, the number of control communications in the
semantic control ring to find a point of attachment of
the fitting available VN for the user is variable, increasing
the mean delay of this discovery process. However, these
delays are not significant, and are independent from the
data traffic that flows in the WMN, since the communica-
tions in the semantic control ring are performed within
the physical WMN infrastructure (separation between data
and control planes). The overhead introduced by this
discovery process decreases as the number of VNs and data
flows increase in the WMN. Such overhead is high when
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Fig. 10. Simulation model: overhead introduced by VN discovery mechanisms for user connectivity establishment, varying the number of VNs and flows

(users) per VN.
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there is few data traffic (one flow) per VN. Moreover, the
overhead is higher than in the scenario 2, mostly because
of the update and maintenance control traffic of the Bam-
boo-DHT. Concerning the VN extension process of scenario
3, it is more time consuming than the one of scenario 2,
since it is often required to create virtual connections with
more than one virtual link. Finally, this extension process
lasts more time when the WMN starts to be overloaded
(4 flows per VN).

Comparing the two models, we can again conclude that
the analytical one is more conservative, presenting always
lower delays than the ones obtained in NS-2. Both models
present similar tendencies of delay increasing; however,
the discrepancies between them are higher than in Fig. 8,
since this model was originally deployed for data commu-
nications. In the one hand, concerning the global discovery
of scenario 3, the analytical model does not take into ac-
count the maintenance control traffic of the Bamboo-
DHT, which influences the NS-2 model. On the other hand,
in NS-2, the VN extension mechanism is also influenced by
other variables that are not addressed by the probabilistic
model, such as the buffer size and processing power of
WMN nodes to update or create virtual nodes.

When performing simulations with a 10 x 10 physical
WM, the delays and overhead of the distributed discovery
performed in scenario 3 are slightly higher than the ones of
Fig. 9 and 10, respectively. Due to the larger size of the net-
work, the control communications performed within the
ring may have a large number of hops, which increases
the control delay and overhead. However, the distributed
discovery delays are always less than 90 ms, even with
increasing the number of VNs and flows in the network.

Due to the small signaling delay and overhead of our
proposed discovery mechanisms, we can state that they
have potential to be integrated in the multi-VN approach
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for context-based WMNSs. Note that these delays are the
small cost of providing flexible context-based WMNs, due
to its dynamic control and management (this flexibility is
crucial in a dynamic network environment). Finally, notice
that the support of logical networks could be provided
without virtualization; however, it would not be possible
to develop on-demand networks with different context-
aware network mechanisms employed (e.g., security,
mobility) in the same infrastructure.

5.5. Influence of users’ mobility

In this sub-section, we assess the influence of users’
mobility in our approach.

We consider 18 VNs in the WMN (6 per virtual slice)
with a variable number of flows generated by mesh clients
that are randomly moving among 1-hop neighboring WMN
routers at a vehicular velocity of 15 m/s. Then, we evaluate
the VN reconfiguration delays (see Fig. 11a), the disruption
time (see Fig. 11b) and packet loss (see Fig. 11c) of users’
communications during the mobility process, considering
the three proposed control scenarios.

The results of Fig. 11 show that the VN discovery delays
of scenarios 1 and 2 are not significantly affected by the
dynamics of the environment. On the other hand, the
distributed discovery mechanism of scenario 3 has higher
delays than in a static environment (see Fig. 9).

With respect to the VN extension processes, their delays
slightly increase due to the mobility behavior of mesh
clients. Several VN reconfigurations are simultaneously
triggered in the WMN, probably occurring over the same
physical nodes and links. Such fact increases the interfer-
ence and delays involved in the creation of the new virtual
connections.
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Fig. 11. Simulation model: (a) VN discovery/extension delays, (b) disruption time of each session measured at the target, (c) packet loss the each session
measured at the target, considering mobility of users, 18 VNs in the WMN (6 per virtual slice), and varying the number of flows (users) per VN.
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The session disruption times are always less than 1s.
Beyond the discovery and extension delays, the disrup-
tion time also includes the L2 handover delay and the
communication path update. The session packet loss is
always less that 10%, even if the WMN starts to be
overloaded.

5.6. Influence of WMN topology

In this sub-section, and as a proof of concept of our
modeling work, we evaluate the data plane of the proposed
architecture using the node locations of the Funkfeuer
Vienna WMN [8].

Fig. 12. Funkfeuer Vienna topology (network partitions are removed).
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Fig. 13. Simulation model: E2E delay of VN flows (a) high delay-sensitive and small throughput-aware; (b) small delay-sensitive and medium throughput-
aware; (c) small delay-sensitive and high throughput-aware, with or without slicing the WMN, varying the number of VNs and flows (users) per VN and

using the topology of the Funkfeuer Vienna WMN.
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5.6.1. Funkfeuer Vienna

Funkfeuer is a non-commercial, free-of-charge experi-
mental WMN operated by (private) volunteering peers. It
is deployed independently (not interconnected) in several
Austrian areas like Vienna, Graz, Bad Ischl, and Weinvier-
tel, and was started in 2005 in Vienna. The only require-
ment to join the WMN as a router is to obtain a static IP
address from the Funkfeuer organizers. There are no
restrictions regarding location and intended purpose (ex-
cept special contents) of the router.

The Funkfeuer Vienna WMN consists of several wireless
routers run by individuals which are interconnected with
omni- and directional antennas using IEEE 802.11g and
IEEE 802.11n standards in ad hoc mode. The employed rou-
ter hardware is very diverse and ranges from stand-alone
routers to Linux servers. Funkfeuer Vienna is mainly used
for Internet access, which is provided through one central-
ized gateway. Besides Internet access, SSH tunneling, VoIP,
and TV channel streaming services are offered.

Fig. 12 depicts the topology of the Funkfeuer Vienna
WMN, which includes a total number of 211 routers and
701 links deployed within a city area of 414.89km?. Rou-
ters without connection to the core of the network have
been removed as they are partitioned, isolated networks.

5.6.2. Simulations

The coordinates of the real-world WMN Funkfeuer
Vienna have been extracted and prepared for input to
NS-2. The NS-2 simulation environment has been adapted
to run with such a topology. The experimental setup allows
us to derive the delays of distinct context-based virtual
data communications in WMNs, when we are varying the
number of VNs per virtual slice, and flows (users) per VN
(see Fig. 13). We also present simulation results with the
exactly same setup (same flows’ types, sources, and tar-
gets) but now running in a AODV-based WMN (as de-
scribed in sub-Section 5.3).

The delays shown in Fig. 13 are lower than the ones
shown in Fig. 8. This is expected, since the number of
WMN nodes in this simulation is higher than in the previ-
ous one, which increase the probability to setup VNs over
non-overloaded physical WMN links, reducing the wireless
interference and the network delay. From the obtained de-
lay performance results, we can conclude that our ap-
proach can be used to contextualize and virtualize real
WMN topologies.

6. Conclusion & future work

This paper proposed a probabilistic model to assess the
efficiency of a context-aware multi-VN architecture that is
able to provide personalized communications. The model
is based on a diffusion approximation method that is used
to define a closed-form expression for the delay of context-
based data communications, and for the proposed local
and global discovery and extension mechanisms to recon-
figure fitting VNs for users. The results of both the model
and simulations are similar, and show that the require-
ments of the data communications are indeed met, with
a small impact of the network reconfiguration both in

terms of delays and overhead. Moreover, the use of a real
WMN topology did not lead to significant changes in the
results. This reflects the fact that our approach can indeed
be used in real running networks.

Although the probabilistic model is able to show the
impact of the architecture in the data and the control pro-
cesses, it is not built to tackle dynamics of the network,
such as the study of the optimal reconfiguration ap-
proaches, which is a topic for further research. Moreover,
we will enhance the proposed distributed control frame-
work and all of its raised control mechanisms, endowing
the WMN nodes with abilities to autonomously trigger or
cooperate in the resource management and topology con-
trol functionalities. Furthermore, we will introduce seman-
tic similarity metrics to perform the context matching
among users’ requirements and VNs’ features.
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